
AMPLIFY YOUR RESEARCH



A Very Short History of 

Machine Learning



What can we do with 1,000 

data points?





Input Variable

Prediction



What can we do with 

1,000,000 data points?





Input 

Variables

Classification



What can we do with 

1,000,000,000 data points?









http://playground.tensorflow.org/












PLATFORM OVERVIEW



TUNABLE PARAMETERS IN DEEP LEARNING
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Predictive 

Models

Predictive

Models

HOW DO WE INTEGRATE?

New parameters

Objective Metric

Better 

Models
Big Data
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Grid Search Random Search

?



EXAMPLE: IMAGE RECOGNITION

Google 

Street View 

Images

Character 

Recognition

with tunable

Neural Net 

parameters

New parameters

Prediction Accuracy

Better 

Accuracy



COMPARATIVE PERFORMANCE

● 315% better 

accuracy than 

baseline

● 88% cheaper 

than standard 

tuning methods

Cost 
(1 production model, 50 GPU 

cluster)

No Tuning

Random Search
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EXAMPLE: ALGORITHMIC TRADING

Market Data

Trading 

Strategy

with tunable

weights and 

thresholds

● Closing Prices

● Day of Week

● Market Volatility

New parameters

Expected Revenue

Higher 

Returns



COMPARATIVE PERFORMANCE

Standard Method

Expert

● Better: 200% 

Higher model 

returns than 

expert

● Faster/Cheaper:

10x faster than 

standard methods



SIMPLIFIED MANAGEMENT

Before SigOpt



AMPLIFY YOUR RESEARCH


