/ e |
COMMSCOPE | |
oring 2C
A B¥a -
s
= Lt L
- -
‘ o
-— = ¥ - = gy



Artificial
Intelligence
Machine

%TB Learning

Deep
Learning

Google
Watson wins Deepmind
Jeopardy beats 9th Dan
Go champ

Fully Artificial
Automated General
Transport? Intelligence?

AI, Machine Learning and
Deep Learning Timeline
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Servers With Accelerators

Deliver Deep Learning
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Al — Models From The
Core Implemented At
The Edge

Machine Learning at the Edge

Edge loT data sets used to train models
Models deployed to the Edge
Feedback from Edge Al to Core Deep
Learning

Models evolve and are deployed at the
edge

The Cycle continues

Azure |oT Edge

Azure loT Hub

Cloud

Gateway
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Why move to the
edge?

A network to enable application
evolution

“Because no one can beat the
speed of light™

1 - Albert Rafel, BT
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Increasing scale, elasticity, reliability, bandwidth, cost

Apps, SASE loT, SD-WAN,
endpoint Micro-cloud vRAN, MEC EPC OSS,BSS Public cloud
Device Customer Telco Telco
Far edge
edge edge cloud edge cloud core

Private cloud

Decreasing latency, cost, power / increasing autonomy and data sovereignty

A Telco would view the edge from their current network perspective
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5 Ethernet Roadmap 2021
U courtesy of Ethernet Alliance
>2030
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>2028

Capacity Crunch @ ’
Drives Network
Speed Investment

>2021 GB/s
2017 GB/s

2018

100

.\ GB/s
WV

50

GB/s
D
' ® ® \\i(lm,‘

Ethernet Speed in Possible

Speed Development Future Speed /
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. . « Change/Risk to upgrade strategies
Cloud compute is different . Higher speed support when?

« Can | support new network topologies?

Legacy Network Leaf-Spine Network

Aggregation Layer
(Switches)
/ k
Access Layer
(switches) ‘ m Servers

Servers and
Compute (w/ NICs)

DC network topologies continue to evolve
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Server Server Server Server
Attachment Attachment Attachment Attachment
8 * 25/50/100G 8 * 25/50/100G 8 * 25/50/100G 8 * 25/50/100G

Path A, N*16 fibers Path B, N*16 Fibers N*100G

25/50/100G MMF 25/50/100G MMF SR4.2/DR
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